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ABSTRACT

This review paper discusses the Fake Job Post Detection, spotlighting machine-learning, deep-learning, and
natural-language-processing tools built to shield young job seekers from con artists and keep the hiring scene
honest. To ground the discussion, an in-depth survey of past studies maps the techniques and trends that now
dominate the field. The main contribution is a side-by-side comparison of existing systems, spelling out where
each shines and where it falls short. The paper goes on to summarize the key hurdles and opportunities
investigators still face. A pressing call for larger, cleaner datasets, closer industry partnerships, and fraud alerts
that fire in real time runs through the review. By weaving these threads together, the article offers a fresh
perspective on what is known today and sketches concrete directions for future studies and policy action in the
fast-changing area of fake-job-ad detection.
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1. Introduction

A Job Post is the medium through which an employer interacts with a job seeker to fulfill their
requirements and vice versa. In earlier times, the traditional approaches, such as newspaper posting,
were used for recruitment. Still, nowadays, with the evolution of the web, this process has seen a drastic
change, shifting from the traditional methods to online job posting on different platforms like Naukri,
Indeed, LinkedIn, etc. With the pros like cost-effectiveness, time saving, and huge reach, the online job
market has also come with cons like online recruitment fraud (ORF) through fake job postings. Job
Postings, which are fabricated advertisements crafted to mislead job seekers by presenting fraudulent
or non-existent employment opportunities, are classified as fake job posts. These posts aim to steal
personal, sensitive information and cause financial exploitation. As the spread of the job market is
increasing, online recruitment fraud is also growing in parallel because it is tough to verify every job
post manually, whether fake or genuine. Here, technology plays its role, and it can be used to detect
fake job posts. Fake job-post detection uses computer methods, mostly machine learning, deep learning,
and natural-language processing, to spot phoney adverts hiding on job boards. Because anyone can
publish a listing with a few clicks, scammers now flood these sites with fake openings hoping to trick
desperate job seekers. Behind each bogus post is an attempt to collect money, passwords, or other
private data from young people anxious about unemployment. Spotting such postings matters not only
for protecting candidates; it also keeps the wider online hiring system credible.

The fake job posts lead to psychological effects, financial losses, identity theft, and wasted time.
Ranging from a small-scale depression to suicide cases, theft of personal information to sensitive
information like credit card details, the impact of fake job posts can be huge. For organizations and
online job platforms, the undetected scams can damage their reputation and result in a loss of confidence
among users. In severe cases, platforms may face legal problems or user boycotts due to repeated scams.
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As hiring moves almost entirely online, the sheer flood of job ads now appearing makes it nearly
impossible for people to check each one by hand. That reality pushes companies to build automated
tools that can sift through the listings and flag any that look suspicious. While many methods could
power such tools, this paper zooms in on machine-learning, deep-learning, and natural-language-
processing approaches to get the job done.

2. Literature Review

Due to the rising volume of online job scams, research into spotting fake ads has received fresh interest.
Vidros et al. (2017) [1] were the first to share a varied collection of 17,880 listings, including nearly
17,000 real postings and roughly 900 that proved fraudulent. Even so, the group acknowledged the set
was heavily skewed, a clear weakness for training. They represented each ad with standard bag-of-
words features and then tested their models, Random Forest, Logistic Regression, Naive Bayes, and
Decision Trees, to spot the counterfeits automatically.

Ahmed and colleagues [2] proposed a system to spot fake news online. Their approach blended
machine-learning tricks with standard n-gram analysis. The team tested six widely used classifiers
alongside two feature methods to see which worked best. Results showed that pairing the Term
Frequency-Inverse Document Frequency scheme with a Linear SVM delivered the highest score. Under
this setup, the model hit an accuracy rate of roughly 92%.

Shawni Dutta and Samir B. [3] proposed an ML-based classification method as an automated tool for
the detection of fake job postings. Different ML classifiers are used to identify fake job posts on the
internet, and the outcomes of those classifiers are compared to find the best phoney job posting detection
model. The selected model helps find fake job postings from many online job postings. Both single-
classifier and ensemble-based classifiers are used to detect fake job postings. The ensemble-based
classifiers showed better results in the fake job post detection tasks experiments.

Marcel Naudé [4] discussed making different categories of fake job postings. This paper also tried to
find which features are more relevant in identifying fake job postings. In this research, researchers have
proposed and validated a Machine Learning based method for detecting identity theft, corporate identity
theft, and multi-level marketing types of fake job postings among the advertisements. Researchers have
used four features: empirical rule set-based features, bag-of-words models, most recent state-of-the-art
word embeddings, and transformer models for different machine learning models. The models were
tested on the publicly available dataset consisting of job descriptions. The experiment's outcome
indicated that the word embeddings and transformer-based features consistently performed better than
the handcrafted rule-set-based features. Finally, a Gradient Boosting classifier and a combination of
empirical rule-set-based features, parts-of-speech tags, and bag-of-words vectors gave the F1-score of
0.88, which was best among all the experiments.

Shibly [5] used Microsoft Azure Machine Learning Studio to investigate the use of the proposed model.
The author did a comparative study on the performance of a two-class boosted decision tree and two-
class decision forest algorithms. They used recall, precision, F1 score, and accuracy to compare the two
algorithms. The experiment results have shown that the two-class forest decision algorithm has
performed better for detecting fake job posts than the other algorithm. Thus, a two-class decision forest
algorithm will better detect Fake job postings. Therefore, a two-class decision forest algorithm can be
used to find and identify Fake job posts.

In a recent study, Aashir Amaar [6] presented a system that combines supervised machine learning with
natural language processing to spot fake job ads on online boards. For features, he relied on the classic
Bag-of-Words approach alongside Term Frequency-Inverse Document Frequency. He then pitted six
popular classifiers against each representation to see how well each learned the task. A key hurdle,
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however, lay in the skewed labels: most posts were genuine, leaving the fake samples largely ignored
by the networks. To bridge that gap, Aashir applied ADASY N, a technique that crafts realistic synthetic
observations of the minority class. He ran two rounds of testing- one on the raw imbalance and the other
on the boosted set- and then compared the results side by side. With ADASYN and TF-IDF powering
the features, the top model soared to the best accuracy in every metric. He also benchmarked his pipeline
against modern deep networks and other up-sampling strategies, proving that simplicity can still
outperform the latest black boxes in this domain.

Afzal H. [7] mixed principal component analysis (PCA) with Chi-square to identify the most important
features. He then used the synthetic minority over-sampling technique (SMOTE) to see how fixing class
imbalance changed results. The author also pitted his set-up against leading models to highlight any
gains. Tests revealed that pairing SMOTE with Chi-square selection delivered the sharpest accuracy on
his system.

Khushboo Taneja [8] leaned on transfer learning to build a Fraud-Bert framework based on bidirectional
transformers. She ran her model on the uneven EMSCAD Fake Job Post corpus to simulate real noise.
A side-by-side benchmark showed her approach outperformed older methods across the board. It finally
claimed the top spot with an F1 score 0f.93 and solid overall accuracy, proving its strength against
skewed data.

A recent study by Dinh-Hong [9] introduces a fresh method that leans on deep-learning-based natural-
language processing to spot phony job ads more quickly. For the first step, the authors apply Word2Vec
to pull dense vector representations straight from the text. They then marry those text vectors with
relevant metadata, creating a blended dataset that further sharpens the detection task. Together, these
tweaks push the model's accuracy by a noticeable margin. Finally, the team runs head-to-head tests
against leading techniques and shows their system winning in the ongoing battle against fake postings.

3. Commonly used Dataset

The researchers are using one publicly available dataset on Kaggle, which was first published by Vidros
et al. (2017) [1]. This dataset is known as the Employment Scam Aegean Dataset (EMSCAD).

The Employment Scam Aegean Dataset (EMSCAD) is a publicly accessible collection featuring 17,880
job advertisements. Its purpose is to offer researchers a transparent view of the Employment Scam issue.
Records in EMSCAD have been manually labelled and categorised into two groups: 17,014 legitimate
job ads and 866 fraudulent ones, all published from 2012 to 2014.

S. No. Column Name Non-Null Count Data Type
1 job_id 17880 int64
2 title 17880 object
3 location 17534 object
4 department 6333 object
5 salary_range 2862 object
6 company_profile 14572 object
7 description 17879 object
8 requirements 15184 object
9 benefits 10668 object
10 telecommuting 17880 int64
11 has_company logo | 17880 int64
12 has_questions 17880 int64
13 employment_type 14409 object
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14

required_experience

10830 object

15

required_education

9775 object

16 industry

12977 object

17 function

11425 object

18

fraudulent

17880 int64

Table 1: Description of the dataset

Figure 1: Sample of dataset with column distribution and column quality
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Features Description

Job_id The unique job ID for each job post is used
to identify each job posting.

Title The title of the job posting entry.

Location The location of the job posting.

Department Department in which the job is posted.

Salary_range Salary offer range (e.g., $50,000-$60,000)

Company_profile Information about the company.

Description Detailed information about the job post.

Requirements Requirements necessary for the job.

Benefits Benefits offered in the job.

Telecommuting True/False for telecommuting positions.

Has_company_logo | Job posting Company have a logo or not?

Has_questions Had questions during the job application

Employment_type Permanent or contract based.

Required_experience | Experience required for the job

Required_education | Education required for the job

Industry The job post is from which type of industry?

Function Role of the Employee

Table 2: Attribute details of the used dataset
4. Data Pre-processing

In Machine Learning and Deep Learning based approaches, the initial step required is data
preprocessing, which greatly impacts the ML and DL models' performance. Different techniques were
used for data preprocessing. The dataset contains numerical and textual data that must be preprocessed
separately. The numerical attributes like telecommuting, has_company_logo, and has_questions have
only two values, 0 and 1, so they didn’t require any preprocessing and can be directly fed into an ML
or DL model. Category columns like department, employment_type, etc., must first be converted into
numerical attributes using One Hot Encoding (OHE) or label encoding. Ordinal Encoding can be used
for Features like required_experience and required_education. In most works done till now, one-hot
encoding was preferred. The textual columns like company_profile, description, requirements, and
benefits must first be converted into numerical representations (Feature Vectors). Many methods are
available for this purpose, like Bag of Words (BOW), Term Frequency-Inverse Document Frequency
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(TF-IDF), Word2Vec embedding, Glove embedding, BERT/Sentence Transformers, and One Hot
Encoding. The initial works focused on the BOW and TF-IDF technique [4] for the numerical
representations, but in recent times, Word2Vec [9] has been most widely used in different works. BERT
[8] has also been tested in some tasks. A comparative table is provided in Table 5.1 for selecting the
best technique depending on the Requirements. Before applying the word embedding techniques, the
text needs to be pre-processed a little bit, like lowercasing, removing punctuation, tokenization,
stopword removal, and Lemmatization.

Technique

Definition

Typical Use Cases

Bag of Words

Represents the text as a vector of word
counts, ignoring grammar and word
order.

Simple text classification (e.g.,
spam detection), fast

prototyping.

Encoding (OHE)

with only one high (1) value per word.

TF-IDF Extends BOW by weighing terms based | Document classification and
on the frequency and inverse document | information retrieval where
frequency. term importance matters.

One-Hot Represents each word as a binary vector | Very simple models, vocab size

is small; token identification
tasks.

generates dynamic word embeddings
based on context.

Word2Vec Learns dense vector representations of | Capturing word similarity and
words based on surrounding context. relationships, semantic search.
Glove Like Word2Vec but uses global word | Word-level semantic  tasks
co-occurrence statistics for vectors. work  well  with  fixed
vocabulary.
Bert Contextual language model that | Complex NLP tasks: sentiment

analysis, question answering,
NER, etc.

Table 3: Comparison of Common Text Representation Techniques in NLP

We can also apply feature engineering to select or remove some columns depending on the correlation
with the target column. If the target has very low dependency on a particular feature, then we can drop
that feature from our dataset. The dependency can be calculated using the correlation matrix or a chi-
squared test. The less correlated features will not play any significant role in model prediction. In almost
all the works related to fake job post detection, the feature engineering technique is used, where some
columns that are not correlated with the target are dropped. After all these pre-processing steps, the data
is ready for the ML or DL models.

5. Machine Learning Approaches in Fake Job Post Detection

Different approaches were used for fake job post detection based on Machine learning and Deep
Learning techniques. Most of them have also utilized natural language processing concepts in their
studies. After applying the pre-processing steps and feature engineering mentioned above, researchers
have tried to detect fake job posts using different ML models like logistic regression, Naive Bayes,
Decision Tree, and SVM. Many researchers have also explored the ensemble methods, using Random
Forest and XGB classifiers. Among the ML techniques, the researchers found that Logistic Regression
performs best. Still, the ensemble-based techniques have outperformed all the other models, delivering
the best performance among all ML models.

Ensemble methods are a way of improving the performance of machine learning models by combining
several models. Instead of relying on just one model to make predictions, ensemble methods combine
the outputs of multiple models to make a final decision. The idea is that while one model might make
mistakes, a group of models working together can often get things right more consistently.
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Types of ensemble methods:

e Bagging: This method creates multiple model versions by training each one on a different
random sample of the data. Then, their predictions are averaged (for numerical tasks) or voted
on (for classification). A common example is the Random Forest, which combines many
decision trees.

e Boosting: In boosting, models are trained one after another, and each new model tries to fix the
errors made by the ones before it. Over time, the system gets better at handling tough cases.
Well-known boosting methods include AdaBoost and XGBoost.

e Stacking: This method combines completely different models (like a decision tree, a logistic
regression, and a neural network) and then uses another model — called a meta-model — to
learn the best way to combine their predictions.

People mainly use ensemble methods because they often perform better than a single model. They can
reduce overfitting, improve accuracy, and make predictions more reliable, especially on complex tasks
like detecting fake job postings, spam filtering, or predicting stock prices.

6. Deep Learning Approaches in Fake Job Post Detection

The fake job posts look very similar to the original ones. Here, the ML models cannot learn those more
complex patterns for distinction between genuine and fake job posts, so the Deep Learning models are
used for this purpose. Also, ML models do not capture the contextual information of the textual data,
but DL models like LSTM, GRU, and Transformers can do that. DL models often require more
resources than ML models, but usually perform well. So, considering the risk of ORF DL models, they
are preferred to achieve the task. The researchers [9] have used LSTM, BiLSTM, and Transformer [8]
models to classify fake job posts. These models are used to deal with sequential data, where models can
capture the context of the sequential data, which helps the models perform better than ML models.
Researchers have also tried using the CNN and BERT for feature extraction and feeding the output to
an ML model for classification. This technique was also performing well, but the deep learning models
like BiLSTM and transformers performed best among all the methods.

7. Performance Evaluation

Different evaluation metrics are used to evaluate the models' performance, such as accuracy, precision,
recall, F1 score, ROC-AUC, and confusion matrix. Almost all [6] [8] researchers have used all these
evaluation metrics to evaluate the model's performance. Dinh [9] has also used metrics like sensitivity,
specificity, and other measures not mentioned above. Naude [4] has used Matthews' corr. Coeff other
than accuracy, precision, recall, and F1 score for evaluating the model [10].

Accuracy: The percentage of correct predictions out of all predictions.
Accuracy=(TP+TN)/(TP+TN+FP+FN)

Precision: out of all the predicted positive cases, how many are positive
Precision=TP/(TP+FP)

Recall: out of all actual positive cases, how many did the model correctly identify
Recall=TP/(TP+FN)

F1 Score: The harmonic mean of precision and recall.

F1 score=2*(precision*recall)/(precision+recall)
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ROC-AUC (Receiver Operating Characteristic - Area Under Curve): Measures how well the
model can distinguish between classes.

Confusion Matrix: A Matrix showing correct and incorrect predictions by category.

Matthews Correlation Coefficient (MCC): A balanced measure that considers TP, TN, FP, and
FN. Good for imbalanced data. Value ranges from -1 (worst) to 1 (perfect); 0 means random

guessing.
Metric Best For Limitation

Accuracy Balanced datasets Misleading with imbalanced data

Precision When false positives are costly (e.g., spam) Ignores false negatives

Recall When false negatives are costly (e.g., medical) | Ignores false positives

F1 score Balancing precision and recall Lower when one value (precision or
recall) is low

ROC-AUC Binary classification, model discrimination Not intuitive for multi-class problems

Confusion matrix | Understanding prediction breakdown Does not summarize performance in a
single number

MCC (Matthews | Imbalanced datasets, binary classification More complex to interpret

Correlation

Coefficient)

Table 4: Usability and limitations of different metrics
8. Challenges in Fake Job Post Detection

Researchers are trying very hard to deal with the ORF through Fake Job Post Detection, but they face
some critical challenges in achieving the goal. Firstly, there is a lack of datasets available, and the
available ones have also not been updated. The technigue of Fraud Job Post may have evolved, but the
dataset does not contain the updated entries, making ML or DL models inefficient for detecting Fake
Job Posts.

The available dataset is highly imbalanced, with 17014 records of genuine job posts and 866 records of
fake job posts, causing the ML and DL models to give a biased classification. Different techniques for
handling the imbalanced data are being used, but the best case will be to get balanced data so that the
models can give the best and accurate performance.

The dataset also lacks features like Unique Business Identifier (UBI), Companies posting frequency,
etc, which can improve the model performance if added.

Job posts in different regions of the world are posted in various languages, which causes difficulty in
identifying fake job posts. The models trained on an English dataset will not perform well on job posts
in other languages.

9. Opportunities in Fake Job Post Detection

There is strong potential for the practical implementation of fake job detection systems in popular
recruitment platforms like LinkedIn or Glassdoor. These platforms can integrate machine learning
models to automatically scan and flag suspicious job listings before they go live. This protects users
and improves the platform's reputation, ensuring a safer and more reliable environment for job seekers
and employers.

There is a clear opening for applying fake-job-detection tools on major recruiting sites such as LinkedIn,
Indeed, and Glassdoor. By weaving machine-learning models into their workflows, these sites could
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quietly review and flag questionable listings before they even appear to the public. Doing so would
shield users, boost the platform's credibility, and create a smoother, more trustworthy space for job
seekers and employers.

When trained on patterns gathered over time, fake-job detectors can serve as early-warning panels that
spot repeat offenders. Should one employer account reappear with dodgy or flagged ads, the tool signals
moderators or quietly blocks further posts. That heads off large-scale schemes and helps keep job sites
tidy and trustworthy.

A lively feedback loop lets users flag odd listings and feeds fresh examples to the model, allowing it to
learn on the fly. Those crowd-sourced labels are later used to retrain or tweak the engine, sharpening
its eye for new tricks. The human-in-the-loop setup keeps the system relevant and responsive.

10. Future Scope

In this fast-growing job industry, fake job post methods have also evolved. There is a need for a robust
system for fake job post detection to integrate it with the job posting platforms to flag the post as fake
or real in real time. This can warn users of fraudulent job posts and help the platforms manually verify
the authenticity of posts that are flagged as fake. Once verified, the job posts can be added to the
database with the class label for the Models to keep learning the evolving patterns of fake job posts to
maintain the model's efficiency with future job posts.

Enhanced dataset collection to improve model training and evaluation requires more comprehensive,
multilingual, and balanced datasets with labels. Some features, like the business license number, which
is unique for each company, and the company posting frequency, need to be integrated to better model
performance in detecting fake job posts. There is a huge requirement for a multilingual fake job post
detection system, as people in different areas prefer to use other languages for job posts. With the data
added to the currently available data, we can analyze different ML and DI models' performance to
investigate any improvements concerning the Present system.

There is a major issue of class imbalance in the present dataset. We can try using different techniques
to solve the class imbalance problem and investigate the effects of class imbalance on the model's
performance.

11. Conclusions

This review paper presents a comprehensive study of the landscape of fake job post detection. It
examined the traditional ML Techniques, ensemble-based techniques, Deep Learning techniques, and
transformer-based techniques, highlighting how each method contributes to tackling the fake job post
detection Challenge. This paper also explores the dataset, pre-processing techniques, evaluation
metrics, challenges in the domain, and opportunities.

The detection of fake job postings is now a social necessity as the rise in job platforms has increased
the chances of scams with job seekers. This has increased the necessity of the development and
deployment of a robust detection system. The efficient and scalable systems can help the platforms
maintain credibility and protect users from harm.

As the tactics used by scammers continue to evolve, the detection techniques need to develop in parallel
for fake job post detection. The future work should focus on developing real-time and generalized
models that can be deployed. There is a requirement for collaboration between researchers, industry,
and policymakers of the country to advance in this area of study.
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